Abstract - In formative assessment, constructed response questions are typically used for scientific argumentation, but students seldom receive timely feedback while answering these questions. The development of natural language processing (NLP) techniques makes it possible for the researchers using an automated scoring engine to provide real-time feedback to students. As is true for any new technology, it is still unclear how automated scoring and feedback may impact learning in scientific argumentation. In this study, we analyze log data to examine the granularity of students’ interactions with automated scores and feedback and investigate the association between various students’ behaviors and their scientific argumentation performance. We first recovered and visualized the pattern of students navigating through the argument items. Preliminary analyses show that most students did make use of the automated feedback. Checking feedback and making revisions also improved students’ final scores in most cases. We also cluster the activity sequences extracted from the time-stamped event log to explore patterns in students’ behavior.
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INTRODUCTION

In formative assessments used in secondary school science courses, constructed response questions (also called items in education studies) are typically used for scientific argumentation, because they allow for a greater degree of construct representation and are more authentic than multiple-choice questions [1]–[3]. However, as scoring constructed-response items is both costly and time-consuming [4], students seldom receive timely feedback while answering these questions. The development of natural language processing (NLP) techniques makes it possible for the researchers to use automated scoring engines to provide real-time feedback to students [5]. As is true for any new technology, it is still unclear how automated scoring and feedback may impact learning in scientific argumentation, especially when the scoring rubrics are complex and go beyond simple categories, such as correct, partially correct, and wrong [6].

In this study, we use online interactive questions and take advantage of log analytical tools to examine the granularity of students’ interactions with automated scores and feedback and investigate the association between various students’ behaviors and their scientific argumentation performance. We also analyze log data to capture rich information and identify patterns from students’ behaviors while interacting with the automated score and feedback. Specifically, this study addresses the following research questions:

- How do students use automated scoring and feedback?
- Does students’ performance improve with automated scoring and feedback?

The benefit of using log-data is two-fold. First, it tracks all the activities conducted by students when they answer questions and interact with the automated scoring and feedback. This complete log enables the researchers to recover all events that happened during students’ learning process. Second, log data is automatically collected by the project server without interfering with students, which minimizes the impact of data collection on student activities.

This paper contains results from a pilot study of a multi-year project. For this pilot study, we collected data from 42 students and analyzed related log data. This paper is organized as follows. We first review related works in multiple related research fields; then we introduce the task design and data collection process; next we focus on the analysis of the impact of automated scoring and feedback on learning; then we provide results on student activity patterns by visualizing the activity sequence and clustering analysis; finally we discuss the results and future works.

RELATED WORK

Scientific argumentation

As one of the eight scientific practices important for K-12 students in the NGSS [7], scientific argumentation involves making a claim from evidence about a scientific question based on the generally accepted scientific knowledge and research framework, and explicitly addressing boundaries of the claim's application [8]. Engaging students in scientific argumentation can help students deepen the learning of science concept [9], incorporate science epistemology into their learning [10], [11], engage in collaborative learning [12], [13], and support decision-making [14].

As no scientific evidence can support a claim with 100% accuracy, besides making claims and providing explanations, researchers also suggest looking at how students treat uncertainty in formulating their scientific arguments [15]. Uncertainty in students' argumentation could stem from
students’ confidence in their understanding of knowledge and their ability to perform investigations [16]. Uncertainty in students' argumentation can also resemble scientists' treatment of uncertainty focusing on limitations of current scientific knowledge base, experiments, equipment, and models [17]. In this study, we adopt a four-component structure in assessing argumentation, including claims, explanations, student rating of uncertainty, and uncertainty rationale.

Automated Scoring

To reduce the cost and time of scoring constructed response items by human raters, automated scoring engines have been developed and successfully implemented for a variety of item types and content domains, including written essays [18], mathematical equations [19], oral communications [20], as well as science questions [21]. Examples of automated scoring engines include c-rater™ and c-rater-ML offered by Educational Testing Service [22], AutoMark [23], and Intelligent Tutoring Systems such as AutoTutor, ITSPOKE, and TLCTS [24]. If developed appropriately, automated scoring would not only greatly reduce scoring time and cost, but would also make scoring constantly available for test takers and increase scoring consistency [25].

Automated feedback

Another advantage of automated scoring is the capability of providing students with instant performance-specific feedback that is not feasible under human scoring. Educational experts consider feedback a critical element to catalyze learning [26]–[28]. Several analysis studies showed that feedback could improve student learning by 0.40 to 0.80 standard deviation units [29], [30]. Students are likely to benefit more from immediate rather than delayed feedback [30], [31], because immediate feedback could correct misconceptions before they are encoded into students’ learning [32].

Some of the existing intelligent tutoring systems (e.g., AutoTutor) probe students’ responses after they type one word to two sentences, while the ideal answer is about three to seven sentences [33]. However, prior research showed that interrupting feedback provided when a student is engaged in problem solving may impede learning [30]. Therefore, the present study takes a different approach by allowing students to complete their answers and providing feedback based on the evaluation of the entire answer. The effectiveness of such feedback will be evaluated based on students’ log data.

Task Design and Data Collection

In this study, we developed an online curriculum module on the topic of climate change. The module allows students to use interactive models to explore factors related to the Earth’s future climate such as CO₂, albedo, and human produced greenhouse gases.

After exploring an interactive model, students were encouraged to answer a set of argumentation questions (referred to as argument blocks) built within the climate module. The climate module included a total of eight argument blocks and each argument block consisted of a multiple-choice claim, a constructed-response explanation, an uncertainty rating on the five-point Likert scale, and a constructed-response uncertainty rationale. An example of an argument block is shown in Figure 1. Students’ answers to the scientific argumentation items in the eight blocks were graded by c-rater-ML, an automated scoring engine developed at Educational Testing Service for scoring short-answer items [34]. C-rater-ML utilizes supervised machine learning and an automated model-building process to produce scoring models for each argumentation item. In particular, explanation items were graded on a 7-point scale (e.g., score of 0 to 6), while uncertainty rationale items were on a 5-point scale (e.g., score of 0 to 4).

In addition to automated scores, automated feedback was also provided to students after they submitted their responses to each argumentation item. The feedback included instructions for revisiting models, and/or hints as well as an acknowledgement of correct responses. The feedback is intended to provide students with the opportunity to review their answers and point them to the relevant instructional steps. Students were allowed and encouraged to revise their responses as many times as they wanted to until they were satisfied with their scores.

In this pilot study, data were collected from 42 students from two Advanced Placement (AP) classes, two honors classes and one college prep class. Most students were in 9th or 11th Grade. Two teachers were assisting with the data collection. They were given two hours of instruction before the classroom runs. All questions in the module were presented to the students in a web browser. The server records three log files while students answer the questions. The first is the final answers for each student, the second is the argument block report on each submission for each student, and the third is the detailed event log with time stamps for each student. Given that we are interested in how students interact with
argument blocks and their activities, we focused on the last two log files. The argument block report includes the scores and feedback for each submission together with the usefulness ratings. The event log data includes time-stamped information on student activities, such as, visiting to a certain page, visiting to a certain question, or submission of answers for automated feedback. In the next two sections, we present details on the analysis on these two files.

**IMPACT OF AUTOMATED SCORING AND FEEDBACK ON LEARNING**

*Students’ reaction to automated score and feedback*

First, we study how students react to the automated scoring and feedback. After answering all four questions in the argument block, including two multiple choice and two constructed response questions, students can submit the answers to get automated score and feedback. Since scores and feedback were provided only after each submission, the log data do not have enough information to allow us to separate students’ activities on different questions. In this analysis we take the argument block as the unit of analysis.

To collect information on students’ perceived usefulness of the automated scores and feedback, students were asked to rate the usefulness of the scores and feedback they received after each submission. The rating ranges from “not at all”, “somewhat”, to “very”. Among all ratings, the majority (78.46%) are either “somewhat” (42.13%) or “very” (36.33%). This results show that students consider the automated scores and feedback to be at least somewhat useful most of the time.

Over the eight argument blocks, on average, students made one revision (μ=0.96) for each argumentation block. The maximum number of feedback checking and revising is 24, in which case the student improved his/her score on an argument item from 3 to the highest possible score of 6. A boxplot of the number of times students checked the feedback and attempted to answer the items in the blocks is shown in Figure IV. Despite the differences in the content for the eight argument blocks, the means of the number of attempts for different blocks do not significantly different from each other.

Given that the eight argument blocks appear in the order of 1 through 8, we also plot the number of attempts for each argument block for all students in Figure IV. Each color represents activities for one student. Overall, the data do not show any general trend. One obvious outlier is the student who tried 24 times for the first argument block. This enthusiasm does not seem to extend over the rest of argument blocks.
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**Impact of automated scoring and feedback in assisting learning**

Besides how students react to and make use of the automated scoring and feedback, we also investigate their impact in assisting learning. For each argument block, students are allowed and encouraged to revise their answers based on the feedback. We analyze the data to find answers to the research question of whether or not students’ performance improved with the provided automated scores and feedback. Since only item 2 and item 4 were scored with feedback, we focus on students’ scores on these two items. Several variables were created from the raw data, including initial scores for item 2 and item 4, final scores for item 2 and item 4, scores increase for item 2 and item 4, total increase over both items, number of attempts by students, and the usefulness ratings from the students. Figure IV provides the Pearson correlation among these ten variables. Here the unit of analysis is also an argument block.

Here, we discuss some of the interesting findings. Some of the high and positive correlations are due to the way we construct these variables. For instance, the overall total increase (total_increase) was calculated as the sum of score increases for item 2 and item 4, and thus is highly correlated with the increase for item 2 (increase_item2) r=0.82 and with the increase for item 4 (increase_item4) r=0.83. However, the correlation between the increase for item 2 and item 4 is not very high r=0.36, indicating that students did not tend to improve on both items.

Since students got multiple chances to submit their answers and to rate the usefulness of the automated scores and feedback, we created two variables to capture the maximum value on the usefulness rating (usefulness_max) and the average value over multiple ratings (usefulness_avg) for
individual students by argument blocks. Non-surprisingly, these two variables are also highly correlated, $r=0.9$. We then check how the usefulness rating is related to various measures on the items. It is found that the highest correlations for both maximum and average usefulness are with the final scores for item 4 ($final\_score\_item4$), with $r=0.45$ and $0.42$ respectively.

There are several negative relations in the matrix, for instance, the initial scores are negatively correlated with score increase, $r=-0.34$ for item 2 and $r=-0.43$ for item 4. The total score increase is also negatively correlated with initial scores for item 2 with $r=-0.25$ and for item 4 with $r=-0.31$. This may be because of the ceiling effect, i.e., the scores for item 2 range from 0 to 6 and the scores for item 4 range from 0 to 4. Students who got high scores in the first place have less room to increase. We also find that the initial scores are positively correlated with final scores. For instance, the initial score for item 2 and the final score of item 2 are highly correlated with $r=0.85$, and $r=0.71$ for item 4. The reason might also be the ceiling effect.

**Mining Student Activity Patterns**

Besides how students use automated scores and feedback and their impact on learning, we also explore students’ activity patterns while working on the argument blocks. This section provides results on the event log analysis. As described in the section on Task Design and Data Collection, the event log data are time-stamped data on student actions. Due to unknown reasons, some data were missing during data collection. The final dataset include records of 16 students working on 73 argument blocks. The system defined ten activities, including focus in, focus out, answer saved, arg-block submit, exit page, open activity index, submit answer, open activity, clicked in the simulation window, open activity page. In order to recover the activities that we are interested in, we focused on the first four argument block related events. We define the time working on an argument block item as the time between the event focus in and focus out. The system event *arg-block submit* is the indicator of the start of checking the scores and feedbacks, which happens when the students click the submission button for an argument block. We use the id’s for argument blocks and student id’s to identify record for all 73 cases for student working on argument blocks.

**Visualization and state distribution**

We use the R package TraMineR [35] to visualize and generate state distribution graphs for our data. **Figure VI** is the visualization of all 73 sequences sorted by the actions from the beginning of the sequences. The activities are color-coded as shown in the legend. Students spent different amount of time working on the argument blocks, indicated by the length of the sequence. The unit for the y-axis is seconds. The longest sequence stretched over more than 13 minutes, and the short ones are less than 1 minute long.
Clustering

To further explore patterns in students’ activities, we conduct cluster analysis on the action sequences. The first step for clustering analysis is to define the similarity/dissimilarity among sequences. As suggested by researchers [36], editing distance can be an effective and flexible way to compare action sequences. Editing distance is defined as the minimal cost of transforming one sequence to another. We adopt one of the editing distances, optimal matching (OM) [35], which allows for both substitution of an element, and the insertion or deletion of an element. Using this method, the program calculates the minimal cost to transform one sequence to another using the above three actions. In TranMineR, this process is completed through dynamic programming.

Two parameters, i.e., a substitution cost matrix and the insertion/deletion costs need to be determined and feed into the program. For clustering, we are less interested in the relative length of the sequence, but more interested in the transitions among different activities, such as working on different items, checking feedback, and making revisions. We define the substitution cost as 2 for all pairs and insertion/deletion cost to be half of the substitution cost. We further normalize the measure by dividing the longer of the two sequences to diminish the impact of sequence length. The reason for not choosing other distance measures, such as Hamming distance or dynamic Hamming, is that OM is the only method that allows us to define the cost for substitution and insertion/deletion and at the same time it works for sequences of different lengths.

We choose hierarchical agglomerative clustering (using agnes in the R package cluster) [37], because it does not require pre-defined number of clusters and can be cut at different levels to form different number of clusters. For our exploratory study, these features make it the preferred approach. The dendrogram of the clustering using ward method is shown in Figure X. We tentatively cut it into different clusters. While balancing the size of each cluster and the potential to find meaningful patterns, we cut the dataset into three clusters. Visualizations (as shown in Figure XII) of these three chapters show some patterns in different clusters. Cluster 1 contains students who only revised item 4 if they made any revisions. Cluster 3 contains mostly students who revised item 2 and in a lot of cases both item 2 and 4. Cluster 2 includes a mix of students who switch back and forth between items, even before submitting their answers.

Discussions and Future Work

In this paper, we summarize our findings in a pilot study on the application of automated scoring and feedback in earth science learning with a focus on the building of scientific argumentation based on evidence. We found that in most cases, students reported positively about the available instant score and feedback. Generally speaking, students were willing to try this new feature and make effort to improve their answers. Consequently, there are observed final score increases on the two constructed response questions under study. The increase on the scores did vary across different students. And the final score on the uncertainty rationale question is most related to students’ rating of the usefulness of the automated scores and feedback. By analyzing the time stamped event log, we recovered and visualized students’ activities. As expected, students spent most of their time on the two constructed response question. They also spent a decent amount of time checking the score and feedback, and making revisions. Clustering analysis generated three clusters that represent different student activity patterns.

This study also has some limitations. First of all, as part of the pilot study, the sample size is small. With available bigger samples in the next several years, the analysis and findings can be more interesting and provide more information on the impact of automated scoring and feedback on student learning process. Second, log data includes only information recorded by the server. Observations on log data are rather speculative. Future studies can include analysis on designed surveys for students and teachers to collect their feedback and experience with the automated scoring and feedback system. Last, the current design of the online module and the argument block system does not allow us to collect time-stamped data on the details of reading feedback. We had to recover that information from the time-stamps of other events, which may lead to inaccurate measures, mostly underestimation. In the future design, the system can be improved to allow recording at the item level to provide more detailed information.

Despite the above mentioned limitations, this paper showcases the application of log data analysis and machine learning techniques in understanding the impact of automated scoring and feedback on learning. The availability of complex data format and sources calls for analysis methods and
techniques beyond traditional psychometrics [38]. In recent years, researchers made an effort to explore new ways to analyze such data, e.g., [39]–[41]. We hope this study shed some light on this newly emerged and fast growing direction.
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